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Abstract—In a marine environment, there is a great diversity
of sound sources, such as marine animals, natural phenomena
and man-made activity. Differentiating these sound sources is
an important response to ecological challenges. It also ensures
better control of the coastline and global ocean noise. The
current work aims to devise a model which analyses acoustic
signals from hydrophones and classifies them according to the
sound source. To achieve this, a convolution neural network
(CNN) composed of three convolutional layers followed by two
fully connected layers is proposed as a classifier, using the
mel spectrogram representation divided into small intervals
(windows) of the acoustic signal and its derivatives as input.
Class scores are assigned to each window by the CNN. The
developed methodology is applied to two different datasets
composed of hydroacoustic data. The first comprises vessel
noise data (ShipsEar dataset), where the objective is to detect
the presence or absence of vessels and distinguish the vessels
according to the size. A classification accuracy of 83.2% and
88.8% is achieved using the mel spectrogram and the mel
spectrogram plus its first and second derivatives as features,
respectively. The second dataset complements the previous one
by adding dolphin and whale vocalizations, in order to extend the
diversity of sound sources. Three data augmentation techniques
(time stretching, pitch shifting and time shifting) are studied
in order to extend the dolphin and humpback whale training
data. Whichever of the three techniques is used individually
outperform the model without data augmentation. This is equal
true when all three techniques are used simultaneously. The
impact of the window length is also studied, with five different
models being creating where the window length varies between
0.22 s and 1.97 s. The classification accuracy ranges between
66.2% and 78.3%.

Keywords: Hydroacoustic signal recognition, convolutional
neural network, mel spectrogram, ShipsEar dataset, vessel noise,
marine animal vocalizations

I. INTRODUCTION

KNOWLEDGE of the marine environment, in its various
facets, is crucial for its protection and enhancement.

Essential part of this knowledge relates to sound, whether
it be produced naturally or through man-made activity. The
task of detecting relevant sounds and classifying them plays
an important role in studying marine biodiversity and on
vessel monitoring. Thus, marine acoustic signature recognition
complements other ocean monitoring techniques based on
underwater image classification [1], [2], [3], and can even
complement maritime surface imaging from sources, such as
from cameras in ports or drones [4], [5]. We should note that

underwater imaging is limited to less than fifty meters at best,
whereas sound waves can travel up to as much as thousands
of kilometers in seawater.

Over time, researchers have conducted various studies in
recognition techniques of vessel sounds and animals vocal-
izations. These are usually split into two phases. Firstly, the
hydroacoustic signals undergo to processing techniques in
order to extract features of interest, the so-called feature space,
and, then, classification algorithms (classifiers) are applied
using as input the features extracted. In general, the processing
techniques consist in converting the signal to the frequency
domain.

Some approaches are based on the assumptions that a
particular known model can fit the data correctly, such as the
autoregressive (AR) model. Since the model coefficients may
represent the power spectral density (PSD), these can be seen
as useful features for classification. Huang et al. [6] proposed a
method to classify noise from four different ships using the AR
model. However, AR model poles are used as features instead
of the coefficients, with the justification that coefficients will
vary greatly with the change of environment, position and
orientation of ships. The nearest neighbour algorithm is used
as classifier. Bennett et al. [7] has also used the AR model,
but this time using its coefficients as feature space. In this
study, another processing method was applied, based on the
wavelet transform. Thus, the AR coefficients and the average
energy contained in the wavelet coefficients were used as
inputs to a neural network, in order to classify geological
processes (earthquake data) and biological signals of five
different species of whales.

Another common feature extraction approach is based on
computing the PSD with the Fast Fourier Transform (FFT) [8],
[9], or using Welch’s method [10]. In fact, the PSD is quite
a useful tool to extract the characteristics of a signal, because
it may tell at which frequency ranges variations are strongest.
However, PSD does not give information about the frequencies
at each instant of time, since it computes a statistical average
of the whole signal. Therefore, it is only recommended for
stationary signals, whose variance and mean do not change
with time. In the cases here dealt with, underwater signals are
always non-stationary. As an alternative, the feature space can
be generated by the STFT resulting in a spectrogram, which
is a 2D image containing the noise signal frequency content
changing with time. In this way, the implementation of the
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spectrogram as the feature space permits the application of
a new classification algorithm in the field of acoustic signal
recognition (ASR), known as convolutional neural networks
(CNNs). These are typically used for image recognition [11],
and in here, CNNs try to find patterns in the spectrogram
which are common to the same class.

In the work of Garcia et al. [12], in which five distinct
classifiers were studied in order to distinguish fin whale
vocalizations, the application of CNNs using spectrograms
as inputs is highlighted. The same methodology was used
by Harvey et al. [13] in the detection of humpback whales
and by Belghith et al. [14] in the classification of underwater
acoustic signals from widely diverse sources (natural sounds,
animal vocalization and man-made activity), which is in some
respect similar to the objective of this work.

Apart from hydroacoustic signal recognition, a considerable
number of studies have been dedicated to ASR of a wide
variety of sounds. UrbanSound8k [15] is a known dataset in
this area, which consists of a fairly complete data of urban
sounds. Several studies have been performed using this dataset,
where spectrogram and CNNs have an important role [16],
[17]. These two studies provide the basis for the developed
methodology which is applied to marine environment acoustic
noise. The data collected by the hydrophones is converted to
a mel spectrogram representation and classified using a CNN.
The model assigns scores to the default classes over time.
Figure 1 shows a simplified scheme of the process developed
to recognize marine acoustic signatures.

Fig. 1. Marine acoustic signature framework

The remainder of the article is organized as follows. In
Section II, the recognition framework is introduced, explaining
in detail the general steps of the feature extraction and mod-
eling process. A testing of the recognition framework with
a known dataset of non-marine sounds is also analysed. In
Section III and IV, two datasets composed of hydroacoustic
data used are described and several models applying the
recognition framework are assembled for these two datasets.
The results obtained are presented. Finally, in Section V, an
overall inference of the work performed is described and there
are a few recommendations for future work.

II. KNOWLEDGE DISCOVERY PROCESS OF RECOGNITION
FRAMEWORK

The recognition framework was constructed based on the
knowledge discovery process described in [18], which can
be divided into four phases: a) Data selection, b) Feature

extraction, c) Modeling and d) Evaluation. In Figure 2, the
procedures adopted in each of the phases are shown.

Fig. 2. Knowledge discovery process of the recognition framework

A. Data selection

Two main datasets have been used. One is provided by
Universidad de Vigo, which is composed by vessel recordings
and background noise (ShipsEar dataset [19]). The other
complements the previous one by adding dolphin and whale
vocalizations from different open sources, in order to spread
the diversity of sound sources. These two datasets are de-
scribed in detail in Chapter III and IV, where the several
models based on the application of recognition framework to
these datasets are shown.

In addition, in order to test the recognition framework,
the developed methodology is applied to non-marine data
(UrbanSound8k dataset).

B. Feature extraction

According to [20], feature extraction can be decomposed
in two steps: feature construction and feature selection. The
former involves converting ”raw” data into significant features
and it is usually performed by preprocessing methods. The
latter chooses the most relevant features which will have a
higher influence on the desired outcomes of the dataset. In
the recognition framework, feature construction includes three
preprocessing transformations: conversion to mel spectrogram,
windowing and scaling. In addition, an extra step is also
embraced giving rise to a new approach, which corresponds
to the calculation of the first and second mel spectrogram
derivatives. Therefore, two different feature extraction methods
are part of the recognition framework.

The modeling process also integrates a preprocessing trans-
formation, since CNNs are composed by a set of convolution
layers which applies filters to the input in order to extract
knowledge and converting into features. Hence, feature selec-
tion is not taken into account, since the last preprocessing
method is inserted into the modeling process.

The spectrogram is computed by applying the short-time
fourier transform into the signal, which is framed using the
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Hann window with a length of M = 2048 samples (39 ms at
52734 Hz) and a hop between frames of R = 1024 samples
(19 ms at 52734 Hz). Then, the spectrogram is converted
into a mel scale with 60 bands. Thus, the mel spectrogram
corresponds to a matrix of size (60, #frames). Finally, the
mel spectrogram coefficients are converted to decibels. The
mel spectrogram is produced using the Librosa library [21].

The feature extraction can be expanded by adding the first
and second derivatives of the mel spectrogram, in order to
incorporate information about the dynamic behaviour of the
parameters throughout the frequency axis. This process is
based on [22], which combined the cepstral coefficients and
its first and second derivatives as feature vector of a Gaussian
mixture model in order to classify dolphin vocalizations. The
derivatives are computed from the difference between the
mel spectrogram coefficients (c), before being converted to
decibels, along the frequency axis. As a 60 mel scale filter
bank is used, the first derivative can by determined as follows:

di =
ci+1−ci

2 , i = 1,

di =
ci+1−ci−1

2 , 2 ≤ i ≤ 59,

di =
ci−ci−1

2 , i = 60.

(1)

This process is repeated for each frame, creating a matrix
with the first derivative values, which has the same size as
the mel spectrogram matrix. The second derivative is also
computed using the previous formula, but applied to the
first derivative matrix rather than to the mel spectrogram
coefficients. Thus, the mel spectrogram and its first and
second derivatives form a three-dimensional matrix of size
(60, #frames, 3).

Subsequently, to the mel spectrogram of each signal is
applied a rectangular window function with a specific length
in frames, dividing the mel spectrogram into a set of windows
with the same size for a complete recording. The duration of
each window in seconds corresponds to a number of frames
as follows:

window length (frames) =
window length (seconds)× sr −O

R
, (2)

where sr is the sampling rate and O is the overlap length
between segments (O = M −R). Windowing process is also
applied to the first and second derivative matrices in the same
way as with the mel spectrogram.

Finally, in order to bring all the features to the same level of
magnitude, standardization is applied as scaling process. The
formula is given by:

ci
′ =

ci −mean(c)

stdev(c)
. (3)

Standardization changes the mean and standard deviation
of the features to 0 and 1, respectively, and since it does
not have boundaries, outliers do not have a negative impact
on scaling. When each window is composed by a three-
dimensional matrix (mel spectrogram and first and second
derivatives), scaling is applied to each one separately.

C. Modeling

The CNN architecture consists in three convolutional layers
followed by two fully connected layers. The first convolutional
layer uses 24 filters and the second and the third convolutional
layers use 48 filters. The filter size (F ) is 5x5 and there is a
zero-padding (P ) equal to 2. The filter slices along the input
with a stride (S) of 1. In the three convolutional layers and in
the first fully connected layer, ReLU is used as an activation
function. For the output layer, the typical activation function in
multiclass classification is used: softmax function. The size of
the fully connected output layer takes into account the number
of classes.

In addition, there are two max-pooling layers interspersed
among the three convolutional layers, with a filter size and
a stride depending on the size of the input window. Batch
normalization is performed on each convolutional layer. With
regard to the two fully connected layers, in order to avoid
overfitting, dropout and L2-regularization are applied. The
former uses probability 0.5, meaning that one in two inputs
will be randomly excluded from each update cycle. The latter
is applied to the weights with a penalty factor of 0.001. Cross-
entropy loss is used as loss function and gradient descent with
Nesterov momentum set to 0.9 is used to perform optimization.

The architecture of the proposed CNN model is represented
in Fig. 3.

Fig. 3. Architecture of the CNN

Therefore, the CNN receives windows with the mel spectro-
gram representation, or the mel spectrogram with the addition
of the first and second derivatives as input, and it assigns
class scores to each window. The class with the highest score
is the class predicted for the specific window. In this way,
the classifier makes predictions for each individual window
instead of doing a classification for the signal as a whole.
CNN is built using Keras library with TensorFlow.
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D. Evaluation

Taking into account the several indicators for multi-class
classification reviewed in [23], four metrics are used to eval-
uate the performance of the classifiers:

Accuracy =
Total number of correct classifications

Total number of windows
. (4)

Precisionclass =
True positives (class)

Total number of predicted positives (class)
.

(5)

Recallclass =
True positives (class)

Total number of actual positives (class)
. (6)

F1-scoreclass = 2 ·
(

Precisionclass ·Recallclass

Precisionclass +Recallclass

)
. (7)

The accuracy corresponds to the percentage of correct
classification for the entire set of testing data. Precision and
recall for each class are computed considering true positives
as the only correctly classified windows for the class under
study. Precision expresses the probability of a prediction being
correct for that specific class. Recall measures the accuracy
for the class under study. The F1-score is computed as the
harmonic mean between precision and recall.

E. Testing the framework on urban sounds

In the marine environment, there are diverse types of
sound sources, where the propagation of sound waves differs
depending on the depth, temperature, pressure and salinity.
So, a high number of samples for each class, covering several
types of situations, is needed. However, these are difficult to
obtain during this type of work. Thus, in order to have more
confidence whenever the dataset size is extended, finding a
way to test the recognition framework for a large dataset is
necessary. To this end, an open-source dataset composed of
urban sounds (UrbanSound8K dataset [15]) was used. This is
constituted by sounds that can be heard in a city environment
with a total of 8732 labeled recordings and each one labeled to
one of ten distinguished classes: Air Conditioner, Car Horn,
Children Playing, Dog Bark, Drilling, Enginge Idling, Gun
Shot, Jackhammer, Siren and Street Music. The duration of
each recording is up to 4.00 s.

The sampling rate of each recording is highly variable. The
most common value is 44100 Hz. All the data was resampled
to 22050 Hz, since this decreases the computational time
needed and is in line with Nordby’s work [16]. A different
sampling rate compared to the default (52734 Hz) leads to
a few adjustments in the parameters of the mel spectrogram.
Thus, for the present dataset, the signals were framed using
a window size of 1024 samples (46 ms) and a hop between
frames of 512 samples (23 ms). The frequency range was set
to 0 - 8000 Hz.

In total, five similar models were built where the difference
was in the windowing process. Only the mel spectrogram (no
derivatives) was used as feature extraction approach. To each

model a rectangular window function of a different length,
0.75 s, 1.42 s, 2.21 s, 3.00 s and 4.00 s, was applied, which,
according to Equation 2, corresponds to 31 frames, 60 frames,
94 frames, 128 frames and 172 frames, respectively. For
recordings that have a duration shorter than the rectangular
window length, the mel spectrogram was extended applying
zero-padding until the rectangular window length was reached
so as to insure at least one window for each recording. Each
model was trained for up to 50 epochs and with a batch size
of 200.

The CNN had to be adapted taking into account the number
of frames of the input, more precisely the two max-pooling
layers. The dimensions of its filter size and stride are described
in Table I.

TABLE I
MAX-POOLING LAYER PARAMETERS (URBANSOUND8K DATASET)

Input dimension Filter size Stride

(60 x 31 x 1) 3 x 2 3 x 2
(60 x 60 x 1) 3 x 3 3 x 3
(60 x 94 x 1) 3 x 3 3 x 3
(60 x 128 x 1) 3 x 4 3 x 4
(60 x 172 x 1) 3 x 5 3 x 5

All models showed a stable performance with a very slight
improvement when increasing the window length. The average
accuracy of each model with the increase in the window length
was 69.3%, 70.4%, 70.6%, 71.1% and 72.2%, respectively.
These results can be compared to [16], which proposed a CNN
model using mel spectrogram windows of 0.72 s as input, and
to [17], which proposed the same approach but with windows
of 3.00 s. The best performance of the two studies without
data augmentation was 72.3% and 73%, respectively, which
are slightly higher than the accuracy of the present work.
Nevertheless, it is possible to conclude that the performance
of the present models are actually very close to the expected
range. This gives confidence regarding the devised recognition
framework.

III. APPLICATION OF THE RECOGNITION FRAMEWORK IN
SOUNDS PRODUCED BY VESSELS

ShipsEar is a dataset composed of vessel sound recordings
(available at http://atlanttic.uvigo.es/underwaternoise/), and it
was introduced by Santos-Domı́nguez et al. [19]. The same
authors also developed a vessel classifier for the same dataset
based on the cepstral coefficients plus its first and second
derivatives and the Gaussian mixture model. Since 2016,
further studies with different approaches have been published
using the ShipsEar dataset. Two studies published in 2020
(Li et al. [24]; Ke et al. [25]) are noteworthy. Li et al. [24]
proposed a feature extraction based on the filter banks and
the mel frequency cepstral coefficients, using as classifier a
deep neural network. In addition, after extracting features
from the acoustic signal, there was an optimization process
based on the triplet loss concept in order to increase the
inter-class distance and reduce the intra-class distance. On the
other hand, Ke et al. [25] paid more attention to the feature

http://atlanttic.uvigo.es/underwaternoise/


5

Fig. 4. Mel spectrogram representations of each class from the ShipsEar dataset

extraction, computing different kinds of features: temporal,
statistical, spectral, cepstral, Hilbert spectral, wavelet and deep
neural network features. The k-nearest neighbour was used as
classifier method.

A. Dataset description

The ShipsEar dataset is made up of 90 recordings, including
11 vessel types and different background sea noises with the
presence of atmospheric elements such as wind, rain, waves
or currents. The recordings were collected near the port of
Vigo and in La Coruña outer harbour. The 11 vessel types
plus the natural noises were divided into five classes based on
[19]. Four classes were allocated to vessel sounds and one to
natural sea noises, as shown in Table II. Vessels were classified
according to size. The sampling rate corresponds to 52734 Hz.

TABLE II
CLASSES OF SHIPSEAR DATASET

Classes Recording sources

A fishing boats, trawlers, mussel boats, tugboats, dredgers
B motorboats, pilot boats, sailboats
C passenger ferries
D ocean liners, ro-ro vessels
E background noise recordings

Santos-Dominguez et al. [19] explained that ”The record-
ings were segmented with wide margins to preserve informa-
tion from the beginning to the end of the event”. However,
using these margins would have had negative effects on
the current methodology. The developed classifier runs on
predictions per windows along the signal, as opposed to having
a single classification for the whole signal. In order to be
absolutely certain that all windows are labeled correctly, those
margins were excluded, working only with the relevant inter-
vals, i.e, those containing vessel sounds. Therefore, an interval

for each recording, discarding these margins, was defined.
The intervals also took into account the difference in the
data collected. For example, smaller intervals for recordings
of class C were chosen, which had the greatest amount of
recordings, to avoid large differences in the class distribution.
In addition, five recordings were excluded that were considered
as outliers, either because the vessels were not moving (three
from class C and one from class D) or because the vessel
signal occurred for too short a time and with a low amplitude
(one from class B). The final total of recordings was 85. The
initial and final class distribution is described in Table III

TABLE III
CLASS DISTRIBUTION OF SHIPSEAR DATASET

Initial class distribution Final class distribution

Recordings (nº) Time (s) Recordings (nº) Time (s)

Class A 17 1881 17 1216
Class B 19 1567 18 1198
Class C 30 4278 27 1204
Class D 12 2460 11 996
Class E 12 1146 12 1146

In Figure 4, the mel spectrogram of two examples of
each class is represented with an interval of 10 s. Finding
patterns that distinguish different types of vessels according
to their size is not easy. However, there is a clear difference
between the vessel sounds and the background noise, since the
former consists in horizontal lines near the bottom of the mel
spectrogram and the latter is not represented by any particular
frequency.

B. Parametrization

Two models were built using the mel spectrogram and
the mel spectrogram and its first and second derivatives as
features. The window length was set approximately to 1.00
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TABLE IV
CLASSIFIER PRECISION, RECALL AND F1-SCORE OF THE TWO FEATURE EXTRACTIONS

Metric Features Class
A B C D E

Precision (%) Mel spectrogram (MS) 78.7 83.1 79.2 77.5 97.5
MS + 1st and 2nd MS derivatives 81.8 91.4 85.4 87.1 98.6

Recall (%) Mel spectrogram (MS) 74.4 82.9 75.4 87.1 97.8
MS + 1st and 2nd MS derivatives 85.3 87.3 81.6 91.2 99.5

F1-score (%) Mel spectrogram (MS) 76.5 83.0 77.2 82.0 97.7
MS + 1st and 2nd MS derivatives 83.5 89.3 83.4 89.1 99.1

s, which according to Equation 2 corresponds to 50 frames.
Hence, the input dimension of the CNN was (60 x 50 x 1)
or, if the mel spectrogram is coupled with its first and second
derivatives, (60 x 50 x 3). Whichever the input size, the two
max pooling layers of the CNN were defined with a filter size
of 3x3 and stride 3. The frequency range was set between 0
Hz and 8000 Hz, because most of the relevant frequencies are
below 8000 Hz.

C. Data splitting

Each model was built and evaluated using a 10-fold cross-
validation [26]. The same process was also used in [25].
In data splitting, there was random sampling of windows
for training and testing data. In each split, 10% of training
data was used as validation data in order to identify the
training epoch that yields the best model parameters based
on validation accuracy. Each model was trained for up to 50
epochs and with a batch size of 200.

D. Results

In Figure 5, an overview of the performance for the two
models with different feature extraction is shown as a box-
and-whisker plot of the ten estimates of the accuracy gener-
ated from the cross-validation. The cross and horizontal line
represent the average and median accuracy, respectively. The
feature combination between the mel spectrogram and the first
and second derivatives performed better than when only using
the mel spectrogram. The average accuracy of the two models
was 88.8% and 83.2%, respectively.

Fig. 5. Test accuracy of the two models with different feature extraction

The precision, recall and F1-score metrics are used to eval-
uate the performance for each class individually (Table IV).
The F1-score confirms that the feature combination between
the mel spectrogram and its derivatives performed better than

solely using the mel spectrogram as features. The F1-score
shows an improvement for all classes, especially for vessel
classes, where this metric increased between 6.2% and 7.1%.
The precision and recall of class E indicates that there is a
reliable identification of the presence and absence of vessel
noise for both models. The precision shows that most of the
samples classified as class E were correct, and the recall
indicates that the majority of class E data was predicted
accurately. Any misclassifications in the four vessel classes
were, thus, for the most part, between these four classes.

IV. APPLICATION OF THE RECOGNITION FRAMEWORK IN
SOUNDS PRODUCED BY MARINE ANIMALS AND VESSELS

In order to study the capacity of the recognition framework
in a wider scenario, two marine animals were integrated in the
ShipsEar dataset: dolphins and humpback whales.

A. Dataset description

In total, five classes were used: dolphins, humpback
whales, small vessels, large vessels and background noise.
The dolphin class covers recordings of three different species:
common dolphin, striped dolphin and bottlenose dolphin. The
marine animal data was collected from open sources, which
are acknowledged in the Appendix of this dissertation. In
addition, two recordings of common dolphin sounds provided
by WavEC were added to the dolphin data.

In the previous application of the current methodology, the
vessel recordings were distributed into four classes according
to vessel size. Now, the same criteria was followed. However,
the four classes were merged into just two. Class A and B were
merged into small vessels class and class C and D into large
vessels class. Since the data sample of marine animals was
very small, parts of the ShipsEar recordings have to be selected
in order to avoid large differences in the class distribution.
Thus, from the 85 recordings used in the application of the
recognition framework for vessel sounds, 11 recordings from
each class were selected with an interval of approximately
20 s each. Regarding the background noise, it was used all
the background noise recordings (12) with an interval of
approximately 40 s each. In Table V, the data is summarized
with information about the duration and the sampling rate of
each recording. The sampling rate is quite variable. Thus, it
was decided to set it to 52734 Hz, in order to keep the ShipsEar
dataset sampling rate. In a few cases of dolphin and humpback
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TABLE V
CLASS DISTRIBUTION

Dolphins Humpback Whales Small vessels Large vessels Background noise

Dolphin1.wav (7.6s;44100Hz) Whale1.wav (11s;22050Hz)
22 intervals of ≈ 20 s

extracted from
Class A and B

of ShipsEar
dataset (52734Hz)

22 intervals of ≈ 20 s
extracted from
Class C and D

of ShipsEar
dataset (52734Hz)

12 intervals of ≈ 40 s
extracted from

Class E
of ShipsEar

dataset (52734Hz)

Dolphin2.wav (6.9s;44100Hz) Whale2.wav (10.1s;22050Hz)
Dolphin3.wav (9.4s;44100Hz) Whale3.wav (10.6s;22050Hz)
Dolphin4.wav (7.9s;22050Hz) Whale4.wav (12.1s;22050Hz)

Dolphin5.wav (49.7s;44100Hz) Whale5.wav (17s;44100Hz)
DolphinWavEC1.wav (37.3s;192000Hz)
DolphinWavEC2.wav (36s;192000Hz)

Whale6.wav (26.2s;10000Hz)
Whale7.wav (10.6s;8000Hz)

Whale8.wav (29.5s;44100Hz)

154.8 s (total) 127.1 s (total) 440 s (total) 439 s (total) 476 s (total)

whale data, the duration of the recordings is lower than that
available on the original recordings, since intervals without
vocalizations were excluded.

In Figure 6, the mel spectrogram of some dolphin and
humpback whale vocalizations is represented. The two most
common dolphin vocalizations are the whistles and the echolo-
cation clicks. Whistles give rise to high frequency contours in
the mel spectrogram (for example Figure 6 (a)), while the
echolocation clicks create vertical line patterns. In Figure 6
(e), there is a mix of whistles and clicks. The humpback whale
vocalizations are identified as arcs, which sometimes are close
to horizontal bars, at low frequencies in the mel spectrogram.

B. Data augmentation

There is a significant difference in the amount of data
between the two marine animal classes and the other three
classes. In order to balance data, three common data augmenta-
tion techniques based on [27], [28] were applied to dolphin and
humpback whale data, which enlarge the dataset artificially.
• Time stretching: consists in speeding up and slowing

down the signal without changing its pitch. Each record-
ing of the dolphin and humpback whale classes was
stretched by two factors: {0.8, 1.2}. If the factor is lower
than 1, the signal is slowed down. If the factor is higher
than 1, the signal is speeded up.

• Pitch shifting: consists in raising and lowering the pitch
of the audio signal without changing its duration. Each
recording of the dolphin and humpback whale classes was
pitch shifted by two values in semitones: {-2, -4}.

• Time shifting: each recording of the dolphin and hump-
back whale classes is shifted over time, changing the
original order of the signal. This is conducted by moving
the last (or first, randomly selected) interval of each
recording with a duration of 1/2 and 3/4 of the window
length in seconds to the beginning (ending). In this way,
the marine animal vocalizations will be placed in different
positions in the mel spectrogram in contrast to the original
signal.

Time stretching and pitch shifting were applied using the
module effects of the Librosa library [21].

C. Parametrization

Only the feature combination of the mel spectrogram and
the first and second derivatives was used here. Five models

were developed with a difference in the windowing process.
To each model a rectangular window function of a different
length, 0.22 s, 0.61 s, 1.00 s, 1.48 s and 1.97 s was applied,
which, taking into account Equation 2, corresponds to 10
frames, 30 frames, 50 frames, 75 frames and 100 frames.
The window size did not go beyond 2.00 s, in order to
make a more detailed analysis of smaller windows. This study
was important since the objective is to develop a model that
may have a future use as real-time classification. Different
dimensions in the windowing process requires an adaptation
of the two max-pooling layers in CNN with respect to filter
size and stride as described in Table VI. The frequency ranged
was set to 0 - 18000 Hz, since dolphin vocalizations appear
in the high frequencies of the mel spectrogram.

TABLE VI
MAX-POOLING LAYER PARAMETERS

Input dimension Filter size Stride

(60 x 10 x 3) 3 x 1 3 x 1
(60 x 30 x 3) 3 x 2 3 x 2
(60 x 50 x 3) 3 x 3 3 x 3
(60 x 75 x 3) 3 x 3 3 x 3
(60 x 100 x 3) 3 x 4 3 x 4

D. Data splitting

A 3-fold cross validation [29] at the level of the dolphin and
humpback whale classes was used to test the classifiers. All
recordings of these classes were divided into three subsets.
This division was different to those used to the remaining
classes (2 classes of vessels and the background noise), since
the number of recordings of the other classes is much larger
and it is typically higher in relation to the time duration.
Hence, in order to have a balanced testing data, only two
recordings of the small vessels, large vessels and background
noise classes were added to each one of the three subsets.
Therefore, the evaluation was based on using one of the three
subsets as testing data, with the remaining data being used
for training (including the remaining recordings that were not
added to the three subsets). The same process was repeated
with each of the other two subsets as testing data.

Each model was trained for up to 50 epochs and with a batch
size of 200. The model parameters of epoch 50 were the ones
selected to be evaluated in the testing data, since training loss
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Fig. 6. Mel spectrogram representations of dolphin and humpback whale vocalizations

and accuracy suffered minor changes after epoch 40. There
was a little uncertainty in the performance of the model in
each evaluation of the three testing subsets due to the small
size of the training data set. This led to some differences in
the performance estimation from one run of the three testing
subsets to another one. In order to reduce this uncertainty and
to have a more reliable estimation, the model performance was
evaluated using five repeats of the three testing subsets [26],
generating 15 different estimates of the accuracy.

E. Data augmentation results

Before analysing the performance achieved by the five
models with different window length, the impact of the
three data augmentation techniques (time stretching, pitch
shifting and time shifting) was studied. In this way, using
the current recognition framework, the three techniques were
applied individually and simultaneously to training data of
dolphin and humpback whale classes. Thus, four models were
built. An additional model was also assembled without data
augmentation. Augmentation techniques were only applied to
training data, in order to avoid biased results in testing data.
The five models were constructed using the same window
length, 1.00 s (50 frames).

The results of the five models are reported in Figure 7
as a box-and-whisker plot generated from the 15 different
estimates of the accuracy for each model. The cross and
horizontal line represent the average and median accuracy,
respectively. The three augmentation techniques applied indi-
vidually achieved an average accuracy equal to 73.7%, 76.3%,
75.5%, corresponding to the application of time stretching,
pitch shifting and time shifting, respectively. This corresponds
to an improvement in comparison with the model without data
augmentation, which achieved an average accuracy of 71.6%.
The highest improvement was achieved by using the three

augmentation techniques simultaneously, with a corresponding
average accuracy of 76.5%.

Fig. 7. Repeated accuracy results using different data augmentation tech-
niques

In the following study about the impact of the window
length, all models were constructed by applying the three
augmentation techniques simultaneously to training data of
dolphin and humpback whale classes.

F. Results of window length variation

Table VII shows the average accuracy and recall results for
each model. The former is the average of the 15 different
estimates of the accuracy and the latter corresponds to the
average recall of each class among the five repeats. The
best performances were reached by the two models with
intermediate windows (1.00 s or 1.48 s), which achieved an
average accuracy of 76.5% and 78.3%, respectively.

In the case of the dolphin class, there was a similar
performance for the five models, where the recall value ranged
between 60.0% and 70.5%. On the other hand, there was a
clear enhancement in the classification of humpback whale
vocalizations, which improved from 56.3% at a window dura-
tion 0.22 s to 100% at 1.97 s. In the case of the vessel noise,
a better performance was achieved by the small vessel class.
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TABLE VII
CLASSIFIER RECALL AND AVERAGE ACCURACY

Recall (%)
Average

Accuracy (%)Dolphins Humpback
Whales

Small
Vessels

Large
Vessels

Background
Noise

Window length: 0.22 s (10 frames) 70.5 56.3 60.6 60.6 76.1 66.2
Window length: 0.61 s (30 frames) 60.0 64.8 66.2 66.1 80.6 69.4
Window length: 1.00 s (50 frames) 64.1 90.1 80.3 64.0 80.8 76.5
Window length: 1.48 s (75 frames) 65.0 94.5 83.6 64.1 81.7 78.3

Window length: 1.97 s (100 frames) 68.2 100 83.0 56.3 62.5 72.1

Considering the small and large vessel classes as a single one
(Table VIII), it may be concluded that there was a reliable
detection of the vessel noise presence, with a vessel recall
above 93.7%. This shows that most of the wrong classifications
of small and large vessel classes were due to small vessels
being misclassified as large vessels and vice-versa.

TABLE VIII
CLASSIFIER RECALL OF THE TWO VESSEL CLASSES

Vessel recall (%)

window length: 0.22 s (10 frames) 93.7
window length: 0.61 s (30 frames) 96.4
window length: 1.00 s (50 frames) 97.2
window length: 1.48 s (75 frames) 97.6

window length: 1.97 s (100 frames) 95.2

All models, except the one with a window duration of 1.97
s, correctly identified the absence of human activity or marine
animals in most of the windows, where recall value for the
background noise ranged between 76.1% and 81.7%.

V. CONCLUSIONS

This work consisted in developing a model capable of
recognizing ocean acoustic sources present in hydroacoustic
”raw” data. The task was conducted as a machine learning
(ML) problem, where a series of hydroacoustic signals were
used to find common patterns in the data. The methodology
behind the model consisted in converting the acoustic data
into more representative features by applying signal processing
techniques. These features were classified by a state-of-the-art
ML: CNN.

Two different feature extractions were studied, based on
previous works in the field of ASR. Both involved converting
the acoustic signal to a mel spectrogram representation. How-
ever, an extra step was added to one of the feature extraction
processes, which consisted in computing the first and second
derivatives of the mel spectrogram.

The designed recognition framework was applied to three
different datasets. The first corresponds to the UrbanSound8k
dataset, which was used solely as a testing of the recognition
framework. Five different models were constructed with dif-
ferent window lengths. The accuracy of the five models ranged
between 69.3% and 72.2%, which are very close to the level
of other works using a similar methodology.

ShipsEar was the second dataset used in this work, which
consists of underwater acoustic data of various types of
vessels and background noise. The model using the feature
combination between the mel spectrogram and the first and
second derivatives performed better than only using the mel
spectrogram as features, with a corresponding average accu-
racy of 88.8% and 83.2%, respectively. In addition, the results
showed a good performance for both models in the perception
of the presence and absence of vessel noise.

The last dataset aimed to spread the spectrum of marine
sound sources. Thus, the data from the ShipsEar dataset was
complemented with a set of marine animal (dolphin and hump-
back whale) recordings. Three data augmentation techniques
were studied. These were applied individually and simultane-
ously to training data of dolphin and humpback whale classes.
The model with the three techniques applied simultaneously
outperformed the model without data augmentation, with a
corresponding accuracy rate of 76.5%. The influence of the
window length in the classification accuracy was analysed.
The results indicated that the best two models used a window
length of 1.00 s and 1.48 s, which achieved an accuracy rate
of 76.5% and 78.3%, respectively. In this way, the devised
methodology achieved the intended objective, which indicated
that it could be a reliable tool in a future real-time application,
since the two best models make predictions for windows with
less than 1.50 s.

This work may be a springboard for further and more
detailed research in this area. Acquired more data for all
classes is important to study the capacities of the recognition
framework in more detail. A review of the labeling process
could be made by individualizing aspects that characterize
each class. In order to avoid some classification mistakes for
the dolphin data, partitioning this class based on the types of
vocalizations (whistles and echolocation clicks) would be an
improvement. The same should take place with the background
noise class by distinguishing the recordings in which the
presence of atmosphere elements (such as rain or wind) is
more evident. Moreover, for vessels, performing an analysis
based on the type of vessel rather than its size might be more
suitable.

This model was not designed to distinguish overlapping
sounds, suggesting this could be an interesting area to explore
in order to devise a model which is better prepared to
address the different scenarios which may occur in a marine
environment.
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